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GPS pts(red) with 120 seconds sampling rate 



A GPS trajectory (red) with 120 seconds sampling rate. 



A GPS trajectory (red) with 120 seconds sampling rate and the ground truth (green) in road network. 



1) Localize individual GPS pts  2) Path between GPS pts 

Two subtasks of Map Matching 

Nearest roads Shortest, Fastest 

  

Fewest turns 



Map Matching Begins… 

literature summary Observation Transition 

Bernstein, 96 curve-to-curve - - 

Greenfeld, 02 Topology of the road network - - 

Ochieng, 03 GPS error source, rule base algorithm - - 

Helmut, 03 curve-to-curve with Fréchet distance - - 

Brakastoulas et al. 

05 

Incremental/global, GPS error source - - 

Hummel 06 probabilistic of the GPS sequence, HMM err_dist, bearing_diff,  topology 

Krumm 07 HMM with travel time constraint err_dist,  Time constraint 

Lou 09 Low-sampling-rate, ST-analysis (HMM alike) err_dist,  Temporal analysis 

Newson 09 HMM with geometric transition probability err_dist,  geometric 

ACM GIS CUP 12 probabilistic and HMM are the top 5 solutions err_dist, … geometric,… 

Bierlaire 13 path set generation algorithm  err_dist, traffic model based 

Chen 13 Multi-model, smart phone with Bluetooth err_dist multi-sensor based similarity 

Hunter 13 CRFs with small feature set err_dist, driver behavior  (8 features) 

 
Can we combine the modeling efforts (observation & transition)? 

& 
Possible to identify most relevant ones? 

 

 



What’s the weather for the next few days in Wien? 

States 

Observations 

Wed Thu Sat Fri 



HMM – two assumptions 

States 

Observations 

Wed Thu Sat Fri 



HMM(ctd.) 

States 

Observations 

Wed Thu Sat Fri 



Conditional Random Fields (CRFs) 

States 

Observations 

Tues Wed Fri Thur 



Modeling GPS trajectory using CRFs 



Point nodes 

point point point 



Path nodes 

path path 



A Chain Structured CRFs for Map Matching 

err_dist, 

sqr(err_dist), 

bearing_err, 

cos(bearing_err), 

abs(cos(bearing_err)), 

accu_filter(bearing_err), 

… 

Leng_difference, 

max_avg_speed, 

min_avg_travel_time, 

#left_turn, 

#right_turn, 

highest_road_class, 

lowest_road_class, 

change_road_class, 

#sharp_turns, 

#sharp_turn_left, 

#sharp_turn_right 

… 



Map Matching as Inference 

Map matching can be cast to solve: 

With a chain structure, it can be efficiently solve using dynamic programming, e.g. Viterbi 

Denoted as  



Since the cost function is convex, it can be solved by unconstrained optimization method e.g., BFGS   

Which is non-differentiable at 0s, optimization is more difficult, but it allows sparse parameters. For 

efficiency concern, Projected Scaled Sub-Gradient (PSSG) is used 

Parameter estimation and feature selection 

Can be estimated by maximizing the log-likelihood given a set of training examples  

A common model would use L2 regularization to prevent overfitting 

We use L1 regularization  



GPS data from 70 taxis in road network during a day, Shanghai, China 

• 124 taxis trajectories 

• 1 day 

• 14.000 GPS pts 

• 10s interval 

Experiment setting 



Preprocessing Labeling Degeneration Feature extraction Training & Testing 

Experiment workflow 

features 

GPS logs 

OSM roads 

GPS trajectory 

GPS trajectory 

GPS trajectory 
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GPS trajectory 
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test 
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Common model (L2) vs. model with Feature Selection (L1) 

Intervals Regularizer Feature# Pt. err. rate Path. err. rate 

60 L2 44 .228 .299 

L1 18 .153 .194 

90 L2 43 .235 .304 

L1 20 .146 .197 

120 L2 43 .255 .339 

L1 17 .166 .234 

- Feature selection yields  

50% feature reduction and 10% performance improve 

- Surprisingly, more features do NOT outperform the baseline 



Learned patterns 

Most relevant features: 

Distance error 

Length difference 

Road  class change 



 Mapping the results 

Among all errors: 

Missing label: 18.3% 

Parallel roads: 13.7% 

U-turn 13.0% 

End points 10.0% 

Position outlier 9.9% 

Green: Ground truth 

Red: recovered Route 

22 



Future work 

- Analysis of the impact of using Open source Road Data 

- Scale issues in movement analysis 
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