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GPS pts(red) with 120 seconds sampling rate



A GPS trajectory (red) with 120 seconds sampling rate.



A GPS trajectory (red) with 120 seconds sampling rate and the ground truth (green) in road network.



Two subtasks of Map Matching

1) Localize individual GPS pts 2) Path between GPS pts

e Nearest roads Q Shortest, Fastest

(/ Fewest turns



Map Matching Begins...

literature summary ‘

Can we combine the modeling efforts (observation & transition)?
&
Possible fo identify most relevant ones?

Hummel 06 probabilistic of the GPS sequence, HMM
Krumm 07 HMM with travel time constraint

Lou 09 Low-sampling-rate, ST-analysis (HMM alike)
Newson 09 HMM with geometric transition probability

ACM GIS CUP 12 probabilistic and HMM are the top 5 solutions

Bierlaire 13 path set generation algorithm
Chen 13 Multi-model, smart phone with Bluetooth

Hunter 13 CRFs with small feature set



What’s the weather for the next few days in Wien?
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HMM —two assumptions
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Conditional Random Fields (CRFs)
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Modeling GPS trajectory using CRFs




Point nodes
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Path nodes
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A Chain Structured CRFs for Map Matching
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err_dist,

sgr(err_dist),
bearing_err,
cos(bearing_err),
abs(cos(bearing_err)),
accu_filter(bearing_err),

Leng_difference,
max_avg_speed,
min_avg_travel_time,
#left_turn,
#right_turn,
highest_road_class,
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#sharp_turns,
#sharp_turn_|eft,
#sharp_turn_right



Map Matching as Inference

N
plylx) = L H eXP(Z Wi fi (Y2t—1, 1) + Z 1hsGs (Y2t Yot —1, Yot 41, X))
Z(x)

t=1 k s

Denoted as

pyI%0), 0= (@)

Map matching can be cast to solve:

arg max p(y|x, )
y

With a chain structure, it can be efficiently solve using dynamic programming, e.g. Viterbi



Parameter estimation and feature selection

plylx.0). 0= (Wi .. opirs..)
@ Can be estimated by maximizing the log-likelihood given a set of training examples

arg max log p(y|x, 6)
A common model would use L2 regularization to prevent overfitting
2
argmgaxlogp y|x,0) — )\QZ|9|
Since the cost function is convex, it can be solved by unconstrained optimization method e.g., BFGS

We use L1 regularization

argmaxlogp (y]x,6) — )\12|9|

Which is non-differentiable at Os, optimization is more difficult, but it allows sparse parameters. For
efficiency concern, Projected Scaled Sub-Gradient (PSSG) is used



Experiment setting

o

SR AR

i
O

4\._..'/\94
e

¢/ EENCOR
S R

e
S
T
SO
oo

1*-.1 w.
Larat

N AR
o "’; ‘ﬂ"--& e \“‘
AL AT

TR

DL S H I T
Vs o.ﬂ..n«“ﬂnw@“‘ﬂ

-y

] B .
VLA

i )
N %
N

2 By \:
9 o DA gL
‘Ew‘\\.\...,?.. ff«_.)o..
L

NG
N 4»,%,?

124 taxis trajectories

1 day

14.000 GPS pts
10s interval

GPS data from 70 taxis in road network during a day, Shanghai, China



Experiment workflow
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Common model (L2) vs. model with Feature Selection (L1)
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Feature selection yields

50% feature reduction and 10% performance improve
Surprisingly, more features do NOT outperform the baseline
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Learned patterns
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Mapping the results

Green: Ground truth
Red: recovered Route
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Missing label: 18.3%
Parallel roads: 13.7%
U-turn 13.0%

End points 10.0%
Position outlier 9.9%
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Future work

- Analysis of the impact of using Open source Road Data
- Scale issues in movement analysis



Thanks for your attention!
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Feature Selection in Conditional Random
Fields for Map Matching of GPS
Trajectories

Jian Yang and Ligiu Meng

Abstract Map matching of the GPS trajectory serves the purpose of recovering the
original route on a road network from a sequence of noisy GPS observations. It is a
fundamental technique to many Location Based Services. However, map matching
of a low sampling rate on urban road network is still a challenging task. In this
paper, the characteristics of Conditional Random Fields with regard to inducing
many contextual features and feature selection are explored for the map matching of
the GPS trajectories at a low sampling rate. Experiments on a taxi trajectory dataset
show that our method may achieve competitive results along with the success of
reducing model complexity for computation-limited applications.

Keywords Map matching - GPS trajectory - Conditional random fields - Feature
selection

1 Introduction

Map matching of GPS trajectory serves the purpose of recovering the original route
on a road network from a sequence of GPS observations. It is a fundamental
technique for many Location Based Services (LBS) as it brings added value to the
raw GPS data and has the potential to distill more reliable knowledge about routing
on road networks. However, the GPS observations are often noisy so that finding
the nearest roads usually fuils. Many research works have been dedicated to map
matching of GPS trajectory with a moderate sampling rate, while map matching
with a low sampling rate, namely the sampling interval greater than 120 s, is still an
ongoing research topic in recent years (Hunter ef

Map matching is often modeled as a sequenc
Markov Model (HMM) and its variants have been intensively explored in previous
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